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Word Sense Disambiguation (WSD) involves assigning the appropriate sense to 

ambiguous words. WSD is one of the most challenging problems in several Natural 

Language Processing (NLP) tasks, such as machine translation. This paper proposes 

a novel approach consisting of four main components. In the first part, a mining 

process is used to construct a tree structure that represents helpful knowledge about 

the conceptual relationships between each ambiguous word and its relevant context. 

In the second part, a Knowledge Base (KB) is constructed based on the chains derived 

from the tree structure. The third part involves designing an expert system for lexical 

ambiguity resolution using the forward chaining strategy. In the final part, the KB is 

upgraded to improve its effectiveness in determining the correct senses of ambiguous 

words. The performance of the proposed approach is evaluated on the TWA corpus. 

The results demonstrate the effectiveness of the proposed expert system. 

Keywords: Natural language processing, Expert system, Word sense disambiguation, Lexical 

ambiguity resolution, Forward chaining. 

  

1. Introduction 

achine translation is the task of mapping a natural 

language to another while no human is involved. One 

major issue in machine translation systems is resolving 

ambiguity in translation or interpreting the appropriate 

meaning using linguistic statistics [1]. 

Each natural language has a considerable set of 

vocabulary. Since many words have multiple senses, the 

translation process gets more confusing. The human mind 

selects the word sense by interpreting the context or 

considering the available clues [2]. Two different 

approaches have been proposed to simulate such behaviour 

in digital translation: rule-based and corpus-based methods. 

Rule-based machine translation uses grammatical and 

linguistic restrictions to translate polysemous words and has 

been applied in conventional machine translation systems. 

The main drawback of rule-based approaches is that they 

demand a significant amount of data and human experts with 

linguistic knowledge to specify a set of rules, which is 

expensive in real-world applications. 

M 
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On the other hand, corpus-based machine translation uses 

the knowledge automatically extracted from a parallel 

corpus to translate a polysemous word in the source 

language to its sense in the target language. This approach 

may transfer the message inaccurately in the translation 

process. Corpus-based methods fall into two main 

categories: example-based and statistics-based methods. 

Example-based machine translation uses a bilingual 

sentence-aligned parallel corpus including sentence pairs 

(i.e., pairs of source sentences and their translations). Also, 

it applies the best algorithm in which an input sentence is 

matched against the examples stored in the corpus by 

analogy [3]. 

Statistical-based machine translation uses a mathematical 

model with parameters estimated from a bilingual corpus. In 

some statistical translation models, words are treated as 

independent entities rather than considering their structural 

connectivity. In such cases, a set of probabilities is evaluated 

based on the frequency of words to solve the ambiguity 

resolution problem. 

Although example-based and statistics-based techniques 

often outperform rule-based methods [4], they require the 

collection, storage, and processing of a large bilingual 

corpus [5]. Another challenge is the lack of efficient 

algorithms for extracting knowledge from this large corpus 

for ambiguity resolution [6]. 

In this paper, we propose an efficient approach to WSD 

that does not require a large or bilingual corpus for 

translation. The proposed approach consists of the following 

components: 

1. Preprocessing: All paragraphs with ambiguous 

words in their first sense are selected for 

integration. Similarly, this integration is performed 

for all paragraphs including the ambiguous words 

in the second sense. As a result, for every target 

word, a text file of two long paragraphs is created. 

2. Data mining process: A tree structure is created 

based on the relationship between each ambiguous 

word and its relevant context. 

3. Constructing the KB: The KB includes the chains 

derived from the previously generated tree 

structure. Moreover, the degree of importance for 

each chain is computed and stored in the KB. 

4. Lexical ambiguity resolution: An expert system is 

proposed to determine the meaning of ambiguous 

words. The reasoning strategy used in the inference 

engine of the expert system is forward chaining. 

5. Enriching KB of the proposed expert system: The 

KB is updated based on the results achieved in the 

previous phase. 

The rest of the paper is organized as follows. Section 2 

reviews the related work. Section 3 introduces the proposed 

approach. In Section 4, the experiments are reported and 

explained. Section 5 concludes the paper and describes 

future work. 

2. Related Work 

In the method proposed by [7], WSD was done based on 

the concept, the structure, and the meaning of the words. In 

this method, WordNet was used as the KB resource to 

discover the relationships between the target word and its 

surrounding words in the context. Then, the Naive Bayes 

classifier was applied to determine the correct sense of the 

target word. 

The method proposed by [8] extracted syntactic and 

lexical features based on WordNet. They also extracted 

semantic features using the K-Nearest-Neighbour method to 

estimate the similarity of represented vectors of the 

ambiguous words and their contexts based on different 

similarity measures. 

The authors of [9] used a monolingual corpus and built a 

sub-graph for each ambiguous word based on its context. 

Then, a similarity function was employed to estimate the 

most similar sense based on built sub-graphs. 

In [10], a WSD method was proposed that could take 

additional advantage of the sense-labelled examples by 

exploiting the information obtained from a multilingual 

representation. They showed that using the features in a 

multilingual space could improve the performance of a WSD 

system compared to the traditional systems that use only 

monolingual features. 

The method proposed by [11] extracted lexical features 

using the English-Chinese bilingual dictionary and 

employed Vector Space Model to translate ambiguous words 

in text snippets based on extracted features.  

The method proposed by [12] generated clusters using a 

clustering method on web-scale n-grams. After that, for each 

context word, the closest cluster was used for WSD. This 

method captured some semantic relations that were not in 

WordNet. 

The authors of [11] used two windows for context 

detection: one representing words that occur to the left of the 

ambiguous word and another for those to the right. They 

evaluated the frequency of context words to 
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classify each ambiguous word using the Naive Bayes 

classifier. 

The method proposed by [13] used the Collins English 

Dictionary to connect words to their senses based on their 

textual definitions. Then, the sense of each ambiguous word 

was detected based on these relations. The authors of [14] 

extended this approach by considering semantic relations 

between ambiguous words and their contexts based on 

WordNet.  

The authors of [15] proposed an approach to model WSD 

as a simple distributed constraint optimization problem. This 

approach applied information from various knowledge 

resources such as Part-Of-Speech tagging to make a model 

in a multi-agent setting.  

The method proposed by [16] presented a WSD method 

to overcome the feature sparseness problem. To do this, an 

automatically-created thesaurus was used to append related 

words to a specific context in order to improve the 

effectiveness of candidate selection for an ambiguous word.  

The method proposed by [17] integrated active learning 

strategies with a WSD method. In this approach, three 

different uncertainty sampling-based active learning 

algorithms were implemented and used with the Support 

Vector Machine classifier. The proposed approach reduced 

the number of annotated samples while improving the 

quality of disambiguation models. 

The authors of [18] applied the semantic diffusion kernel 

to WSD. Semantic diffusion kernel modelled semantic 

similarity using a diffusion process on a graph defined by 

lexicon and co-occurrence information.  

Recent research in WSD has explored various approaches 

in the field of deep learning to improve accuracy and address 

challenges in different languages. Attention-based models, 

such as stacked bidirectional Long Short-Term Memory 

networks with self-attention mechanisms, have shown 

promising results in identifying appropriate word senses 

[19]. Some studies have focused on refining target word 

embeddings by modelling the correlation between target 

context and gloss using multi-head attention mechanisms 

[20]. Additionally, combining gated-dilated convolutional 

neural networks with multi-head self-attention has been 

proposed to extract discriminative features and improve 

WSD accuracy [21]. Ensemble methods have also been 

utilized, as in [22], where multiple BERT models are 

combined to improve disambiguation through pre-trained 

language models. 

While these approaches have shown improvements in 

accuracy, they also have notable limitations. Most deep 

learning-based models require extensive labeled datasets, 

which can be difficult to obtain, especially for low-resource 

languages. Additionally, many of these models are 

computationally expensive, requiring significant resources 

to train and deploy. Furthermore, while ensemble methods 

like the one in [23] improve performance, they often involve 

the use of multiple classifiers, adding complexity and 

reducing interpretability. 

In contrast, our approach addresses these limitations by 

eliminating the need for large-scale labeled training data and 

the computational burden of multiple classifiers. Instead, we 

construct a structured knowledge base that iteratively 

improves through enrichment. This method not only reduces 

dependency on vast labeled datasets but also provides a more 

interpretable, efficient, and adaptable solution compared to 

both traditional ensemble methods and other deep learning-

based techniques. By focusing on knowledge base 

enrichment, our approach fills an existing gap in the 

literature by offering a scalable and resource-efficient 

alternative for WSD that balances accuracy with 

interpretability. 

3. Proposed Expert System 

This paper introduces an ambiguity resolution system 

with a new approach to WSD. The details are described in 

the following subsections. 

3.1. Preprocessing 

The data used in this paper is TWA. It consists of six 

parts, each representing a bi-sense ambiguous word and 

including many paragraphs containing the target word. 

Some paragraphs point to the first sense of the ambiguous 

word, and the rest refer to the second sense. All paragraphs 

that correspond to each sense are integrated and constitute a 

long paragraph. After removing stop words, a bag of words 

is created for each sense of each ambiguous word. The 

degree of importance of each word in each bag of words is 

evaluated as Equation 1. 

𝑊𝑡 =
𝑇𝐹𝑡,𝐵𝑊

|𝐵𝑊|
        (1) 

Where 𝑡 and 𝐵𝑊 denote a word and a bag of words, 

respectively. Moreover, 𝑇𝐹𝑡,𝐵𝑊 is the term frequency of 𝑡 in 

𝐵𝑊. 
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3.2. Data mining process 

As a result of the preprocessing step, there is a bag of 

words for each sense of each ambiguous word. The mining 

process aims to create a tree structure for each ambiguous 

word. Each tree has two subtrees, each corresponding to one 

of the senses. According to Figure 1, the target ambiguous 

word and its corresponding senses constitute Level 0 and 

Level 1 of the tree, respectively. The bag of words related to 

each sense of the target ambiguous word constitutes Level 2 

of the tree. In this step, n words with the highest relevance 

to the ambiguous target word are selected, based on 

probabilities in the preprocessing evaluated using Equation 

1. For each of these words, a paragraph is extracted from 

Wikipedia that contains the word. Each paragraph is 

separately pre-processed and analysed similarly to Level 2. 

 

Figure 1. A schematic example of hierarchical structure corresponding to an ambiguous word 

 

However, at this Level, ⌈
𝑛

2
⌉ words with the highest 

relevance to the target word are selected. These ⌈
𝑛

2
⌉ words 

constitute Level 3 of the tree structure. As a result, a tree 

structure with two subtrees is generated for each ambiguous 

word. Each tree is used to construct a KB for an ambiguous 

word. 

3.3. Constructing the KB of the expert system 

In this section, each generated tree is decomposed into 

two sets of chains with length 1, each related to one sense of 

the target ambiguous word. Each set of chains is inserted into 

a part of the KB denoted as KB-part 1 and KB-part 2. A 

degree of importance is assigned to each chain using 

Equation 1. At this stage, each pair of chains in the KB is 

compared. According to the transitive relation, if the last 

element of one chain is equal to the first 
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element of the other, they are connected. The degree of 

importance of the generated chain is computed as the 

multiplication of the degree of importance of two primary 

chains. For instance, let A is the target ambiguous word, A 

→  B (w1) and B  →  C(w2) are two chains with length 1. 

These two chains are connected to create a chain of length 2, 

A  →  B  →  C (w3 = w1× w2).  This new chain is inserted 

into the KB. This process repeats until no new chains are 

generated. So, different chains with different lengths are 

inserted into the KB.  

The first and each subsequent element of each generated 

chain constitute some new chains with length 1. The degree 

of importance of the base chain is assigned to these new 

chains. These new chains, along with their weights, are 

inserted into the KB. For instance, let A  →  B  →  C  →  D 

(w5) is one of the generated chains for the ambiguous word 

A in the KB. Then, A  →  B (w5), A  →  C (w5), and A  →  

D (w5) are inserted into the corresponding part of the KB.

 
Figure 2. An example of the content of KB-Part 1 and steps of deduction 

 

In this way, valuable words for WSD are determined, and 

their degree of importance is automatically increased. An 

example of this process in KB-Part 1 is presented in Figure 

2. 

3.4. Lexical ambiguity resolution 

In this section, the expert system uses the generated KBs 

for lexical ambiguity resolution. The task of the expert 

system is to detect the sense of the ambiguous word in a new 

paragraph based on the existing chains in both parts of the 

KB (KB-Part 1 and KB-Part 2) corresponding to the 

ambiguous word. The schema of the proposed expert system 

is presented in Figure 3. 

The inference algorithm of the proposed expert system is 

presented in Figure 4. According to this algorithm, two 

scores are evaluated for the test paragraph across two parts 

of the KB related to the ambiguous word. In line 2, each 

word in the bag of words of the test paragraph is compared 

with the last elements of the chains present in 
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each part of the KB. The degree of importance of those 

chains matched with the word is accumulated with the 

corresponding score of the KB part (lines 3-8).  At last, the 

sense of the ambiguous word is determined by comparing 

these scores (lines 9-11). 

 

Figure 3. The structure of the proposed expert system used for WSD 

 
Figure 4. The proposed algorithm for WSD 
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3.5. Enriching the KB of the proposed expert system 

In this section, a knowledge-learning process is applied 

to enrich the KB of the expert system. A paragraph 

containing an ambiguous word is used as the input of the 

inference engine of the expert system. Following the 

inference process, the expert system provides the sense of 

the ambiguous word as its output. If the expert system 

accurately identifies the meaning of the ambiguous word, 

new chains of length 1 are extracted based on the words in 

the input paragraph. The first element of these chains is the 

ambiguous word and the last element is one word from the 

bag of words created for the input paragraph. The degree of 

importance of each new chain is computed based on 

Equation 1. These chains are inserted into the part of the KB 

related to the correct sense of the ambiguous word. As a 

result, the future inferences will be made with more 

knowledge in the KB. New paragraphs, along with the 

previous ones, are introduced to the enriched expert system 

to demonstrate the effect of enriching the KB. The results 

indicate that enriching the KB improves the memorization 

and generalization capabilities of the proposed expert 

system. 

4. Experimental Results 

 The first section of the experiments is dedicated to 

evaluating the proposed expert system using the TWA 

corpus. In the second part of the experiments, various test 

paragraphs from Wikipedia are introduced to the proposed 

expert system. 

 

Table 1. The accuracy of the different methods evaluated on TWA corpus 

Ambiguous word [7] [9] [8] [10] [24] [11] Proposed Method 

Bass 85.49 87.85 88.2 90.65 92.5 92.73 93.85 

Crane 87.00 85.26 84.4 75.79 84.2 88.00 84.43 

Motion 74.32 84.57 86.2 81.09 78.6 79.21 85.93 

Palm 84.21 89.55 87.1 73.13 82.6 84.16 90.21 

Plant 67.00 69.14 71.9 79.14 76.6 72.63 65.87 

Tank 71.03 70.14 76.1 77.61 79.1 71.29 75.16 

Average 76.67 80.16 81.6 78.91 81.1 79.64 82.57 

 

4.1. Experiments on TWA 

The proposed expert system is evaluated using the TWA 

corpus*, which contains six ambiguous words with two 

senses. For the evaluation, 10-fold cross-validation is 

employed. The set of all related paragraphs for each 

ambiguous word is divided into ten equal folds. Nine folds 

are used to build the KB of the expert system, while the 

remaining fold is used as test data. The above procedure is 

repeated 10 times ensuring that each fold is used as test data 

once.  

The average accuracy is reported in Table 1. In this table, 

the proposed approach is compared with several other 

methods discussed in the related work section. The highest 

accuracy values are presented in bold. As can be seen, the 

proposed approach outperforms all other methods for the 

"bass" and "palm" ambiguous words. The high accuracy in 

these cases suggests that the proposed expert system 

effectively captures and utilizes contextual cues, which 

 
*https://web.eecs.umich.edu/~mihalcea/downloads.html#tw 

aligns with the theory discussed in earlier sections regarding 

the system’s ability to leverage a rich knowledge base and 

contextual relationships. 

Moreover, while the proposed method does not achieve 

the highest accuracy in every individual case (e.g., for the 

ambiguous words "plant" and "crane"), it consistently 

performs well across all cases, ultimately achieving the best 

average accuracy overall. This indicates that the system is 

robust and generalizes well across different types of 

ambiguity. The ability of the proposed expert system to 

maintain strong performance, even in cases where other 

methods outperform it for specific ambiguous words, can be 

attributed to its comprehensive approach, which 

incorporates both local and global contextual information.  

4.2. Experiments Using Wikipedia 

Wikipedia is currently used in machine translation [23], 

text clustering [25], text categorization [26], semantic 

analysis [27, 28], and query expansion [29]. Therefore, to 

https://web.eecs.umich.edu/~mihalcea/downloads.html#tw
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have a comprehensive experiment in generalization of the 

proposed expert system, 4 test paragraphs are extracted from 

Wikipedia for each of the ambiguous words palm, crane, and 

bass; 2 related to the first sense and 2 related to the second 

sense. 

To report the results, a column chart is used to compare 

weights evaluated by the proposed expert system. These 

charts are shown in Figures 5 to 7. The vertical axis of each 

chart represents the evaluated weights, while the horizontal 

axis represents the test numbers. Additionally, the lighter 

and darker bars indicate the evaluated weights 

corresponding to the first and second parts of the KB, 

respectively. 

According to Figure 5, the first sense of the ambiguous 

word palm is hand (represented by lighter bars) and the 

second sense is tree (represented by darker bars). As can be 

seen, the proposed expert system correctly disambiguates the 

word "palm" in 3 out of 4 test cases, demonstrating the 

system’s capacity to distinguish between the two senses 

based on the context of the paragraph. This result shows that 

the system effectively uses contextual clues to disambiguate 

words. 

Similarly, Figure 6 illustrates the system's performance 

on the word "crane". The first sense of "crane" refers to the 

bird (represented by lighter bars), and the second sense refers 

to the machine (represented by darker bars); both are clearly 

distinguishable. In this case, the expert system correctly 

disambiguates the word "crane" in 2 out of 4 test cases. 

While the performance is slightly lower than for "palm", the 

system still demonstrates its ability to effectively handle 

context-dependent word sense disambiguation. This aligns 

with the system's design, which utilizes both local and global 

contextual information to identify the correct sense. 

Finally, Figure 7  presents the results for the word "bass," 

where the system successfully disambiguates the word in all 

4 test cases. In this case, the lighter bars represent the first 

sense, "fish", while the darker bars correspond to the second 

sense, "music". The perfect disambiguation rate for this 

word indicates the system’s robustness and precision. The 

proposed expert system can accurately differentiate between 

senses with high consistency when context is sufficiently 

informative. 

 

 
Figure 5. Column chart comparing total evaluated weights for palm:  

testi-palm-hand: the ith test paragraph in which palm means hand  

testi-palm-tree: the ith  test paragraph in which palm means tree 

 
Figure 6. Column chart comparing total evaluated weights for 

crane: 

 testi-crane-bird: the ith test paragraph in which crane means bird 

testi-crane-tree: the ith  test paragraph in which crane means 

machine 
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Figure 7. Column chart comparing total evaluated weights for 

bass:  

testi-bass-hand: the ith test paragraph in which bass means fish 

testi-bass-tree: the ith  test paragraph in which bass means music 

 

After updating the KB (as described in Section 3.5), the 

experiments are repeated using 12 recent evaluation tests 

extracted from Wikipedia. The results are presented in 

Figures 8 to 10. 

In Figure 8, the ambiguous word "palm" is correctly 

disambiguated in all test cases after the update. Notably, the 

sense of "palm" in the test paragraph test1-palm-hand is now 

correctly identified, whereas before the update, the system 

had misclassified this instance. This demonstrates the 

efficacy of the KB update in improving the model's 

performance in handling context-specific word senses. The 

chart clearly indicates the enhanced accuracy achieved post-

update. 

Figure 9 shows the results for the word "crane", where the 

updated KB enables the system to correctly determine the 

sense of the word in 3 out of 4 test cases. Specifically, before 

updating the KB, the system failed to disambiguate the word 

"crane" in both test cases where the first sense, "bird", was 

intended. After the update, the system correctly identifies the 

bird sense in the first test instances. This improvement 

reflects the system's enhanced ability to distinguish between 

senses when the KB is enriched with more accurate and 

contextually relevant information, thereby leading to better 

disambiguation performance. 

In Figure 10, the word "bass" shows consistent 

performance, with the system correctly identifying the 

word’s sense in all test cases both before and after the KB 

update. The results for "bass" remain unchanged, which 

suggests that the system’s ability to disambiguate this word 

was already robust and did not require significant 

adjustments after the KB update. This consistency further 

validates the overall effectiveness of the proposed expert 

system in identifying word senses, particularly when the 

word’s context is clear and informative. 

 

 
Figure 8. Column chart comparing total evaluated weights after 

updating KB for palm: 

 testi-palm-hand: the ith test paragraph in which palm means 

hand 

testi-palm-tree: the ith  test paragraph in which palm means tree 

 
Figure 9. Column chart comparing total evaluated weights after 

updating KB for crane:  

testi-crane-bird: the ith test paragraph in which crane means bird 

testi-crane-tree: the ith  test paragraph in which crane means 

machine 
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Figure 10. Column chart comparing total evaluated weights 

after updating KB for bass: 

testi-bass-hand: the ith test paragraph in which bass means fish 

testi-bass-tree: the ith  test paragraph in which bass means music 

5. Conclusion 

In this paper, we propose a novel word sense 

disambiguation method that addresses key limitations in 

current approaches. While existing methods often rely on 

large bilingual corpora or complex linguistic rules, our 

approach eliminates these dependencies by constructing a 

structured knowledge base using a data mining process. This 

process builds a tree structure to capture the relationships 

between ambiguous words and their contexts, which is then 

used to construct the KB. An expert system for lexical 

ambiguity resolution is introduced, with the KB being 

iteratively updated to improve accuracy. Our results 

demonstrate that this approach effectively disambiguates 

words in a variety of contexts, offering a more resource-

efficient and interpretable solution compared to other 

methods. By eliminating the need for large-scale labelled 

datasets and multiple classifiers, our method presents a 

scalable alternative to existing approaches. Future work 

could explore enriching the KB with new test cases and 

applying graph structures to represent word-context 

relationships, which may further improve the system's 

adaptability and performance. 
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